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Abstract—Fish weight is an important performance trait in 
aquaculture, conservation, fisheries science and management 
since weight relates to the growth of individual fish in a particular 
environment. A power regression model is commonly used to 
explain the relationship between fish weight and length. However, 
this requires costly measurements of fish length. The present 
study applies machine learning techniques to predict fish weight 
from fish images, bypassing the length measurement step. In this 
study, we validate the feasibility of predicting fish weight from 
images directly. We use a convolutional neural networks (CNNs) 
based approach to predict fish weight from images by building 
regression models. The deep CNNs architecture VGG-11, ResNet- 
18 and DenseNet-121 are chosen to train the models. The fish 
images have different scales (length-pixel ratio) without including 
a ruler as a reference. The trained regressors of these three 
architectures reach R2 0.94, 0.95 and 0.96 on the test set. Our 
results support the feasibility of fish weight prediction with the 
CNNs model from images directly. The fish images look similar 
to humans, but CNNs regressors can detect the different fish 
weights. The CNNs regressors also can detect the fish images 
with different length-pixel ratios.

I. INTRODUCTION

Fish weight provides important information for aquaculture, 
conservation, fisheries science and management. Specifically, 
data on fish weights provide insights into fish growth and 
health over a period of time, the environmental impacts of 
habitats on fish weight across populations, and the nutritional 
quality and consumption of different diets by fish [1].

To predict fish weight, researchers focus on the relationship 
between fish length and fish weight, termed here fish length­
weight relationship (LWR). A power function is commonly 
used to explain the LWR: W = aLb , which uses the fish 
length (L in cm) to predict the fish weight (W in grams). 
The intercept coefficient a and the exponential b terms vary 
according to the fish species and the growth conditions. 
Different measures of elongation (e.g. total length, fork length, 
body height) can be used depending on the shape of the fish 
[1], [2]. However, manual measuring is needed for the fish 
lengths to build the model.

Machine learning algorithms have been widely applied to 
aquaculture and fisheries science to shorten the manual mea­
suring process. As an emerging machine learning technique, 
978-1-6654-0645-1/21/$31.00 ©2021 IEEE 

convolutional neural networks (CNNs) have proved their capa­
bilities on computer vision tasks such as image classification, 
segmentation, etc. Many studies use CNNs to predict fish 
weight. The studies [3], and [4] use image segmentation and 
masking to extract morphological features of the fish, which 
also makes the weight prediction more accurate. These studies 
either use a ruler as a reference of the fish scale (length­
pixel ratio) or use the images with a fixed scale taken by 
benchtop units in fixed height. Several advanced approaches 
[5], [6] extract morphological features from images taken 
by several underwater cameras. These approaches achieve 
very high prediction accuracy and minimize fish stress and 
handling during fish sampling events and reduce human effort 
considerably.

In this study, we are investigating the feasibility to use 
CNNs to predict fish weight directly from fish images. The 
CNNs models are expected to extract features automatically 
and skip the manual measuring process.

This work aims to validate the feasibility of predicting 
fish weight from images taken with benchtop or underwater 
cameras without using a ruler or fixing the scales. Specifically, 
we will

• train deep CNNs models to predict fish weight from 
images;

• evaluate the performance of the CNNs regressors on the 
fish weight prediction; and

• analyze the prediction results from images.

II. BACKGROUND

A. Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are typically used 
for supervised learning that form the basis for computer 
vision tasks such as image classification, localization, and 
segmentation [7]. It was initially proposed in the late 1980s 
[8], was inspired by “Neocognitron” in the early 1980 [9]. 
A CNN architecture is very similar to a neural network but 
with some variations such as the attachment of convolutional 
layers, max-pooling layers, etc.

AlexNet (shown in Fig. 1) is a modern deep CNNs archi­
tecture. The first layer is the image as the input layer. It is
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channels (RGB). Five convolutional layers follow the mput 
layer. Each of the three max-pooling layers follows the 1st, 
2nd and 5th convolutional layers. The last three layers are 
the fully connected neural network layers. The convolutional 
laye4rsRaerdeuciusgeOdvetrofittiexgtract the features from the input images. 
The matrix of 11 x 11 on the input layer is a convolutional 
filter, which consists of 11 x 11 trainable weights. The filter 
convolves on the previous layer (the previous layer can be 
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features in the feature map; they all share the same weights 
of tthraeinincgosent bvyoalfaucttiiroifn2a04l8,fitilituegir.tieEreasuclthinghtraiidnindgeexnamuplnesiatre,iinfciaursfee, iaigtiulyrienterm- ap 
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filters x 3 color channels (= 9(5 filters) in the firsit convolutional 
layetIrmra.iangienNg eitmtraagiensin.gSsepte.cTifiiceaallcyh,teraeinpinegrfiimrmageP,CeAeailnltmeulsteiptleisfiRfGthBefpiiuxnellvparilnuceispathlrciiumgpiiuntenthtse,

A max-pooling layer applie s the operation th at selects the 
largest element (downsampling) in each predefined region of 
the previous feature map. It 5is used to reduce the spatial 
resolution of the feature maps without losing any information. 
The reduction in the number of parameters also improves the 
computational efficiency [7].

The fully connected layers follow the convolutional and 
max-pooling layers to interpret the extracted features and 
perform the function of high-level reasoning [7]. The outputs 
from convolutional and max-pooling layers are flattened and 
fed into the fully connected layers. The structure of the fully 
connected layers is the same as a common neural network. A 
softmax activation function is applied on the last layer to solve 
a classification problem. AlexNet has 1,000 nodes in the last 
layer, which is for the classification with 1,000 categories.

The training processing of CNNs is the same as a neural 
network. The weights of the filters in the convolutional layers 
are trained during backpropagation. For a max-pooling layer, 
the gradient from the previous layer is only for the largest 
element in the region. Then it back-propagates the gradient 
to the convolutional layer. Other elements in the region have 
zero gradients.

The design/search of the deep CNNs architecture is still a 
popular topic and being improved rapidly. There are several 
representative architectures such as:

• VGG [11] - the architecture is based on the AlexNet, 

but able to include more weight layers to make it deeper 
using smaller convolution filters. Also, it introduces the 
concept of building blocks containing a list of layers with 
the same structure;

• ResNet (Residual Network) [12] - the stacking of the 
neural network layers makes the model more difficult 
to be optimized/trained. ResNet introduces the residual 
connections, which allows the input of a building block to 
be propagated to the deeper block directly. It also reduces 
the model complexity;

• DenseNet [13] - similar to ResNet. In each dense block, 
the input of a convolutional layer is the concatenation 
of its preceding layers. The architecture reduces the 
complexity, solves the vanishing gradients problem, and 
makes the weights training more efficient.

The traditional deep CNNs architectures such as AlexNet 
and VGG have a large number of trainable parameters. The 
recent architectures (e.g. ResNet and DenseNet) are trained 
with fewer trainable parameters, and have a better classifica­
tion accuracy rate.

There are some training techniques to avoid overfitting, such 
as ridge (L2) regularization, dropout layer [14]. The batch 
normalization (BN) [15] helps to avoid vanishing/exploding 
gradients and make the model more concrete on different 
distributions of the dataset.

B. Predict Fish Weight from Images

Fig. 2. An example of the image segmentation [16]

For the measurement of fish weight or morphological fea­
tures from images, many recent studies use image segmen­
tation [3], [4], [5], [6], [16]. Image segmentation recognizes 
the objects on the image. These are generally using different 
learning and optimization algorithms, including neural net­
works and evolutionary learning [17], [18]. Fig. 2 [16] gives 
an example of using image segmentation to distinguish a ruler 
(i.e. a scale bar), a label (to distinguish individual fish) and 
an individual fish from the background. The segmentation is 
used to scale the fish image automatically. The blue area is 
segmented as the ruler, and the gray area is segmented as the 
body of the fish.

Authorized licensed use limited to: Victoria University of Wellington. Downloaded on April 05,2022 at 22:06:14 UTC from IEEE Xplore.  Restrictions apply. 



; j.

/

Image acquisition
\ /

~ j. ,

/
Preprocessing

Lighting _
improvement

Contrast
enhancement

Noise
reduction

k y

( X
Length estimation 

k______________________________ y

/
Fish segmentation

Saliency 
map

* Edge _
detection * Thresholding

k 7

Weight approximation 
X_______________ ________________ )

Fig. 3. An example of the process of fish weight prediction from underwater 
fish images using a power function [5]

Fig. 3 [5] shows an example of the process to predict 
fish weight from underwater fish images. The latter study 
introduces an approach to measure the fish weight with un­
derwater cameras so that no live fish extraction is involved. 
This approach reduces fish stress due to eliminating prolonged 
exposure out of the water. Hatchery managers can also access 
feeding information and are able to simultaneously measure 
other population parameters. Image pre-processing is needed 
for the segmentation process. It includes exposure and con­
trast adjustment, and noise-canceling. The image segmentation 
algorithm is conducted with a combination of homomor­
phic filtering, contrast limited adaptive histogram equalization 
(CLAHE) and guided filter. Lastly, the length metrics are 
extracted to measure the fish with a power function.

More recent studies use CNNs to achieve the image seg­
mentation, such as [19] extracts the area of the fish body with 
image segmentation and predicts the fish weight. The studies 
[3], [4] use a mask region-based CNNs (Mask R-CNNs) [20] 
to extract the morphological features.

I II. PROPOSED METHODS

A. CNNs Architecture

In this work, we choose three representative CNNs archi­
tectures to train regression models to predict fish weight:

• VGG-11 with Batch Normalization: a traditional deep 
CNNs architecture that stacks the weight layers;

• ResNet-18: a CNNs architecture introduces the concept 
of residual block;

• DenseNet-121: more advanced CNNs architecture allows 
to pass the input to deep layers.

These architectures are built in the PyTorch library [21] 
with pre-trained parameters. However, the initial experiments 
show that the models with pre-trained parameters have poor 
performance on fish weight prediction. The main reason is that 
the parameters were originally pre-trained for the classification 
tasks, but this does not apply to the regression task. To cope 
with fish weight prediction, which is a regression task, we 

need to use a linear layer as the model's output. The output 
layer outputs a single element for the predicted weight given 
an image. There is no need to set the activation function for 
the regression task.

B. Training Pipeline

The main steps to train the regressors:
• Pre-process the dataset (we discuss the dataset and the 

data pre-processing step in the next section);
• Load the pre-trained architecture in PyTorch ;
• Configure the output layer for a regression task;
• The batch size is set to 32;
• Set Adam [22] as the optimizer of CNNs. The learning 

rate is set to 0.001, which is tuned to shorten the training 
time;

• Set M ean Squared Error as the loss function, which 
is common for a regression problem;

• Train the models with different CNNs architectures. Each 
training runs with 100 epochs, since it shows the training 
is able to converge within 100 epochs.

C. Training Environment

The Python library PyTorch is used for training the 
CNNs regressors. The experiments are run on the high­
performance computing (HPC) facility at The New Zealand 
Institute for Plant and Food Research Limited (PFR). The HPC 
equips an NVIDIA Tesla P100 GPU (Graphics Processing 
Unit) with 16 GB memory. It utilizes the GPU acceleration 
for the training while PyTorch supports NVIDIA's CUDA 
[23] APIs.

IV. EXPERIMENT DESIGN

A. Dataset

The dataset consisted of 259 Australasian snapper 
(Chrysophrys auratus, tamure in Maori; hereafter referred to 
as snapper) individuals of which a total of 529 images were 
collected from these (i.e. some replicate images of the same 
individual). The dataset was provided by PFR. One to three 
photos were taken for each fish individual, which ensures at 
least one image is clear and in focus.

Images were collected from captive-bred snapper produced 
and held at the Nelson Research Centre finfish facility, New 
Zealand. As part of a wider study to describe the reproductive 
biology of snapper in captivity, two-year-old juveniles were 
maintained under ambient flow-through water temperature and 
photoperiod conditions in a 5,000 L tank. Fish were fed daily 
by hand to satiation on a diet consisting of commercial pellet 
feeds (Skretting and/or Ridley) supplemented with frozen 
squid (Nototodarus spp.) and an in-house mixed seafood diet 
enriched with vitamins. For this study, sampling commenced 
in September 2019. More samples were collected periodically 
every 4 to 6 or 12 weeks until June 2021. At each sampling 
point, fish were subjected to complete sedation and euthanasia 
by overdose in anesthetic (> 50 ppm AQUI-S®; Aqui-S 
New Zealand Ltd, Lower Hutt, New Zealand) before being 
photographed. Fig. 4 demonstrates some examples of the fish
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Weight = 248.0Weight = 417.5 Weight = 227.0 Weight = 660.0Weight = 532.5

Weight = 424.5 Weight = 532.5 Weight = 632.0Weight = 519.0 I
Weight = 518.0 Weight = 582.0Weight = 499.0

Fig. 4. Examples of original fish images used in this study to predict weight. 

images. Subsequently, the body morphometries (body weight 
and fork length) of each individual were measured manually 
before fish were dissected to collect a range of tissues to con­
firm the sex of each individual and to record traits and collect 
samples for other research purposes. The animal handling and 
manipulations were approved and conducted according to the 
guidelines of the Nelson Marlborough Institute of Technology 
Animal Ethics Committee.

The fish cover a range of 214.0 to 1280.0 grams in weight. 
From the example images of Fig. 4, we notice that the size of 
the fish in the image is not associated with its weight, because 
the images are not scaled to match a fixed length-pixel ratio. 
A ruler with a scale bar is placed to give a length reference. 
However, we remove the ruler to examine whether CNNs can 
predict the weight without scale information provided by the 
ruler. The scenario of measuring without a length reference 
or a fixed scale is also closer to the weight prediction from 
underwater images.

B. Training and Test Datasets

We use 5-fold cross-validation (CV) to assess the overall 
performance of each CNNs architecture. The same CV folds 
are used to train five regression models of the three archi­
tectures. The best model with the lowest prediction error is 
selected to measure the architecture's performance of the CV 
fold. We average the performance on all the folds to measure 
the overall performance of the architecture.

Multiple images were taken for each fish individual. To en­
sure the independence of training and test sets, it is important 
to avoid the images of the same fish individual appearing in 
both training and test sets. There are around 420 instances in 
the training set and about 110 instances in the test set.

C. Image Pre-processing
The following pre-processing steps are needed before feed­

ing the image into the CNNs regressors:
• Crop the ruler by removing the area of the ruler at the 

bottom;
• Pad the image to make a square image;
• Resize the image to (224 x 224) pixels to fit the input 

size of the pre-defined CNNs architectures;
• Set to flip the image horizontally and vertically randomly. 

The probability of the flip is 0.5;
• Normalize the images with [0.485, 0.456, 
0.406] mean and [0.229, 0.224, 0.225] 
standard deviation.

Weight = 602.0 Weight = 499.0 Weight = 379.5 Weight = 580.0

Fig. 5. Examples of the pre-processed images used in this study to predict 
fish weight. The ruler was removed from the picture during pre-processing to 
assess whether CNNs could predict weight in the absence of a scale.

Fig. 5 presents the examples of pre-processed images. The 
values on RGB are normalized so that the images look unusual.

The random flip data augmentation enlarges the dataset 
and helps to prevent overfitting since the CNNs model gets 
trained with more fish images with different augmentations 
but the same weight. The data augmentation applies only to 
the training process. To the test set, only cropping, padding, 
resizing and normalization transforms are applied.

D. Measurements

We use R2 to measure the performance of the architectures, 
which indicates the proportion of the explained variation of 
the model. In addition, the Mean Squared Error (MSE) and 
Root Mean Squared Error (RMSE) are used to evaluate the 
difference between the predicted fish weight and actual fish 
weight.

The training process is time-consuming: the training of 
each CNNs regressor takes about 5.5 to 8 hours (330 to 
480 minutes) for running 100 epochs on each CV fold. We 
train each model of the three architectures with 5 CV folds 
once only. We compare the best performance (the best MSE, 
RMSE and R2 in 100 epochs of each CV fold) and the 
average performance (the average of the best performance of 
5 CV folds) among these CNNs architectures, look into the 
learning curves for these training processes, and analyze the 
fish weight prediction.

V. RESULTS AND ANALYSIS

This section discusses the experimental results and analysis. 
Table I shows the best and the average MSE, RMSE and 
R2 on the test sets. Fig. 6 shows the learning curves of the 
training process. Fig. 7 compares the predicted weights by 
the regressors with the actual weights. Fig. 8 presents some 
examples of fish weight prediction using images.

Table I presents the VGG-11, ResNet-18 and DenseNet- 
121 models with the best MSE, RMSE and R2 on the 
test set, each CV fold and the average results of all 5 CV 
folds within 100 epochs. We observe the CV folds have 
different performances on the three CNNs architectures: the 
CV1 (1st fold) and CV3 perform better on the test set than
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TABLE I
The best and average MSE, RMSE and R2 on the test set in 100 epochs

Test MSE Test RMSE Test R2

VGG ResNet DenseNet VGG ResNet DenseNet VGG ResNet DenseNet
CV1 3067.61 2369.19 1788.04 55.39 48.67 42.29 0.96 0.97 0.98
CV2 5016.45 3039.54 2823.26 70.83 55.13 53.13 0.93 0.96 0.96
CV3 5005.40 2890.42 2576.58 70.75 53.76 50.76 0.94 0.97 0.97
CV4 5271.63 4023.04 3551.07 72.61 63.43 59.59 0.92 0.94 0.95
CV5 4037.06 5965.43 3380.03 63.54 77.24 58.14 0.94 0.91 0.95
Average 4474.48 3620.89 2818.11 66.89 60.17 53.09 0.94 0.95 0.96

1.0

Predicted Weights (g) Predicted Weights (g) Predicted Weights (g)

Fig. 7. The actual vs. predicted weights from the aggregation of the prediction 
on the test sets of each CV fold predicted by the best models.

0 25 50 75 100 0 25 50 75 100 0 25 50 75 100

Fig. 6. Learning curves for the training of the three architectures

There is no sign of heteroscedasticity where the heavier fish 
does not cause more prediction errors. The DenseNet-121 does 
perform better than the other two models with fewer prediction 
errors, which has an excellent prediction for the fish weighed 
from 650g to 950g. The ResNet-18 model performs better for 
the larger fish (> 1,100g). All three CNNs regressors have a 
small number of outliers.

other folds. The average value provides a general view of the 
performance of the architectures on the dataset. Among the 
CNNs architectures, DenseNet-121 has the highest R2 (0.96): 
better than ResNet-18 (0.95) and VGG-11 (0.94). Regarding 
RMSE, every prediction by DenseNet-121 has an average of 
53.09 grams error, which is lower compared with ResNet-18: 
an average of 60.17 grams error, and VGG-11: an average of 
66.89 grams error on the dataset. The performance on each 
CV fold has a consistent pattern: DenseNet-121 has a lower 
test MSE and RMSE, and a higher test set R2 than the other 
two architectures.

Fig. 6 shows the learning curves of the three architectures: 
the average MSE and R2 of 5 CV folds over the 100 epochs. 
There is no sign of underfitting or overfitting on the VGG- 
11 and ResNet-18, except there is a slightly overfitting on 
DenseNet-121 after the 75th epoch. The trending of average 
MSE and R2 on the training set is very smooth. However, 
the curves are very wobbly on the test set, especially the first 
25 epochs of the VGG-11 model. The wobbliness gets less 
frequent after the 50th epoch among the three models. The 
ResNet-18 model has better performance on the training set 
than the DenseNet-121's training set performance. It has a 
larger variance between the training set and the test set, which 
makes the performance on the test set is not as good as the 
DenseNet-121's test set performance.

According to Fig. 7: the fish weights prediction by three 
CNNs regressors look very similar: the residuals (i.e. predic­
tion errors) spread evenly across the line of actual weights.

#1 Actual weight = 597.0 #2 Actual weight = 255.0 #3 Actual weight = 378.0 #4 Actual weight = 926.5 
Predicted weight = 676.3 Predicted weight = 265.4 Predicted weight = 408.2 Predicted weight = 990.1

7.99%13.28%

#5 Actual weight = 593.0 #6 Actual weight = 774.0 #7 Actual weight = 214.0 #8 Actual weight = 239.0 
Predicted weight = 601.1 Predicted weight = 756.3 Predicted weight = 192.4 Predicted weight = 231.9

4.08%

7.24%

#9 Actual weight = 480.5 #10 Actual weight = 445.0 #11 Actual weight = 906.5 #12 Actual weight = 774.0
Predicted weight = 515.3 Predicted weight = 447.7 Predicted weight = 1026.8 Predicted weight = 746.2

0.61% 13.27% 3.59%

Fig. 8. Examples of fish weight prediction on the test set using the best 
DenseNet-121 model trained by CV1.

Fig. 8 demonstrates the fish weight prediction by DenseNet- 
121 regressor on the test set of CV1 for it has the highest 
R2. The figures at the right bottom of each image indicate 
the prediction error ratios based on their actual weights 
(prediction error/actual weight). Most predictions have 
very small errors except #1, #4 and #11 (> 50 grams). 
This suggests that the regressor is capable of recognizing the
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difference of image scales without inclusion of a ruler. For 
example, the fish in image #9 appears a larger size than in 
images #5, #6 and #12, but the regressor can recognize the 
individual has a lighter weight. For the predictions with larger 
errors: in images #1, #4 and #11, the error ratios are at a 
relatively low level according to their actual weights.

VI. CONCL USIONS AND FUTURE WORK
The CNNs based approach was applied to a snapper image 

set to predict the fish weight. We compared the performance of 
three deep CNNs architectures. The architectures had similar 
performances, and all showed a high predictive ability for fish 
weight. It supported the feasibility of using CNNs for fish 
weight prediction from images directly. The CNNs regressors 
trained without using a ruler and a fixed scale also provided 
good predictive power and showed its capability on the fish 
weight prediction.

We also observed some predictions with errors. One im­
provement is to pre-process the fish images so they have 
the same scale before predicting fish weight. The study [24] 
introduces a method to scale the image with a ruler. With the 
scaled images in a fixed pixels-per-millimeter ratio, it is worth 
checking if the CNNs regressor can achieve even higher fish 
weight prediction performance. Another future direction could 
be the interpretation/explanation of the CNNs regressors. The 
lack of interpretation/explanation always makes the prediction 
risky to be applied in practice. Studies such as Grad-CAM 
[25], which try to interpret the target class gradients of the 
final convolutional layer, provide some degree of explanation 
to highlight the important regions of the prediction. Although, 
the model is for a classification problem, it is worth looking 
into the methods of how it can be applied to a regression 
problem.
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